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Abstract

This article describes an improved set of solutions to the problems presented in the 2021 Syngenta Crop

Challenge in Analytics (Syngenta, 2021). In particular, we use optimization and predictive modeling methods

to produce a corn planting schedule that attempts to minimize the median and maximum absolute difference

between weekly harvest quantity and capacity, the number of nonzero harvest weeks, and the total amount

of corn wasted. This is accomplished while respecting planting windows, expected harvest amounts, the

growing degree units required to bring seeds to harvest, and historical weather data. We used a Long Short-

Term Memory model to predict growing degree units for 2020 and 2021, based on historical data. Then,

we used a genetic algorithm, and an extensive search of the tuning parameter space, to produce a Pareto

front of solutions for three distinct optimization models related to the Challenge. We evaluate the quality

of the Pareto fronts for each model, and use the results to choose a preferred model and final solution. We

also provide comparisons between our final solutions, previous solutions submitted to the Challenge, and

solutions from other groups.

Keywords: Scheduling, Agricultural Optimization, Hypervolume, Genetic Algorithms

1. Introduction and Motivation

Corn is a key food commodity that provides benefits to human beings both directly through its consump-

tion and indirectly through animal consumption. As commercial corn-growing technology has improved, the15

obvious benefits of food and energy availability are limited by challenges regarding storage capacity. To

tackle this problem, Syngenta - a leading agriculture company, posed an analytics challenge to the oper-

ations research community in their 2021 Syngenta Crop Challenge (Syngenta, 2021). Syngenta and other
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similar agriculture companies grow and harvest corn in South America multiple times within a year by tak-

ing advantage of the longer growing season there. Such an advantage requires careful planning of growing,20

harvesting, and storage operations. The modeling framework in this article reflects growing, harvesting, and

storage practices of companies like Syngenta. Given a specified storage capacity, along with historical data

about weather, potential planting intervals for different varieties of corn, the Growing Degree Units (GDUs)

needed to bring the planted seeds to harvest, and the amount of harvest expected, the main question of

interest is: when should a set of seed populations be planted in order to minimize waste and provide as25

consistent a weekly harvest quantity as possible? More specifically, we wish to minimize (a) the median

difference between weekly harvest quantity and the capacity across all weeks; (b) the maximum difference

between the weekly harvest quantity and the capacity across all weeks; and (c) the number of weeks that

a non-zero harvest is realized. Though it was not a part of the original challenge, we have added a fourth

criterion to minimize: (d) the total amount of corn wasted because the weekly harvest exceeds capacity.30

These criteria should be simultaneously optimized while respecting the assigned planting window for each

seed population, expected harvest, GDUs required, and historical weather data. This is the first Scenario

presented in the Challenge. The second Scenario generalizes the problem to require a reasonable capacity

specification instead of taking it as given.

In this article, we formulate these problems as novel applications of multiobjective optimization, which35

we solve using a genetic algorithm. The problems have several challenging and unique aspects. First, in

order to obtain a solution, we must use historical data to predict the Growing Degree Units (GDUs) over

the planting year. This adds a predictive modeling aspect to the optimization problem, and we consider

both a simple averaging model as well as a neural network-based approach. Second, we sharpen the basic

optimization model by considering two related models that reflect the asymmetry inherent in the median40

and maximum difference objectives. We then construct Pareto fronts based on all three models but assess

these Pareto fronts based on the original model, since it most explicitly reflects the problem outlined in the

Challenge. Interestingly, we find that we always obtain better results using one of the related models, instead

of using the original model. Third, on the multiobjective algorithm side, we perform an extensive round of

parameter tuning to improve the optimization results, and use the hypervolume indicator to discriminate45

between competing Pareto fronts, before using another method from the literature to select a final solution.

See Figure 1 for an overview of our solution strategy. We compare our solutions with those that we originally

submitted as part of the second-place entry to the Challenge, as well as with results from two other teams.

Our efforts are situated within the optimization literature as applied to agriculture; in particular, work

which uses several elements of analytics, along with traditional optimization, to guide decision-making (see50

Lowe & Preckel, 2004, for a review). We highlight a few particularly relevant works. Jones et al. (2001) used

a two-period sequential production scheduling problem for an agribusiness which has operations in North

America and South America. In the first period, they have production operations in North America between

April and September. In the second period, they produce in South America from October to March. This
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Figure 1: Overview of our solution methodology.

is reminiscent of the present problem which has two separate grow sites. Bansal et al. (2017) proposed55

an optimization-based approach to estimate parameters for yield distribution based on expert judgement

about the potential yield of different seed corn varieties. Bansal et al. (2017) also indicate that a lack of

data is a limiting factor in this area of research. This situation has been improved after Syngenta – a

leading agribusiness - won the 2015 Edelman Award given by the Institute for Operations Research and the

Management Sciences (INFORMS) for Byrum et al. (2016), which used simulation and optimization in seed60

development and the production process. Since then, Syngenta organized a series of analytics challenges to

solve relevant business problems, providing data and context that has stimulated substantial work. Such work

includes Ansarifar et al. (2020) and Sundaramoorthi & Dong (2022), which are characterized by the need

to combine analytics strategies—including machine learning and optimization—to solve complex problems.

Our work carries on that tradition. In particular, we elaborate upon the second-place entry of the 202165

Syngenta Crop Challenge, and presents a novel solution to a problem which to our knowledge has only

recently been considered in the literature by two other participating teams (Sajid & Hu, 2022; Khalilzadeh

& Wang, 2022).
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The rest of the article continues as follows. Section 2 provides a detailed description of the problem as

well as the mathematical formulation of the three optimization models that we consider. Section 3 describes70

the methodological approach we took to solve the problem, including a description of the predictive model

we used, the optimization procedure, and how we tuned the algorithm. In Section 4, we demonstrate our

methodology and provide particular solutions. Finally, we close with a short discussion in Section 5, including

comparison with solutions from other published work.

2. Problem Description and Formulation75

In this section we provide a general description of the problem and data that was provided, and then a

mathematical formulation of the optimization problems we are trying to solve.

2.1. Description

The original motivation for this work was the 2021 Syngenta Crop Challenge. The problem was to

provide a corn planting schedule that results in a weekly harvest quantity consistently close to capacity.80

Two datasets were provided. First, information about a set of 2,569 seed populations, including the site

at which each population was to be planted (site 0 or 1); a window of time within which each population

could be planted (early planting dates ranged from January 1, 2020 to December 29, 2020; late planting

dates ranged from January 22, 2020 to February 16, 2021); the number of required GDUs needed to bring

the seeds to harvest (range from 649 to 1,414); and the number of ears that the seeds would produce once85

they received the necessary GDUs, in Scenario 1 or Scenario 2. Second, Syngenta provided the historical

GDUs for each day from 2009 to 2019, at sites 0 and 1. The data provided is summarized in Table 1. Thus,

each seed population must be planted at its specified site, but the seed population can be planted under

either Scenario 1 or Scenario 2, which have differing harvest quantities. Furthermore, the date when a seed

population is ready to harvest is determined by the site-specific daily GDUs and its own required GDUs.90

Note that the raw data provided to Challenge participants is proprietary and cannot be shared publicly.

Variables Description

Population 1,375 seed population identifiers (Site 0), 1,194 seed population identifiers (Site 1)

Original Planting Date Actual planting date of the population

Early Planting Date Earliest date the population can be planted

Late Planting Date Latest date the population can be planted

Required GDUs GDUs needed to harvest a seed population (range: 649 to 1,414)

Harvest Quantity Number of ears of corn for each seed population (Scenario 1 or Scenario 2)

Historical Daily GDUs GDUs accumulated for each calendar day from 2009-2019 (Site 0 or Site 1)

Table 1: Description of the data provided in the 2021 Syngenta Crop Challenge.

As mentioned, the Challenge included two Scenarios, and for each Scenario participants were required to

specify the planting date for each seed population. For Scenario 1, the weekly storage capacity was specified
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to be 7,000 ears at site 0 and 6,000 ears at site 1, with the sites to be optimized separately. The goal as

specified in the Challenge was to minimize the first three quantities specified in Section 1, though as discussed95

we have added a fourth. For Scenario 2, the task was to specify the schedule but also provide a meaningful

storage capacity.

2.2. Mathematical Formulation

Suppose at site 0 there are n0 seed populations and at site 1 there are n1 seed populations. Without

loss of generality, we will describe the optimization setting for site 0. We represent the n0 seed populations100

as s1, s2, . . . , sn0
. Seed population si is associated with a known harvest quantity h(si); a known amount

of growing degree units (GDUs) necessary to trigger its harvest, g(si); and an interval composed of two

dates within which the population must be planted, [L(si), U(si)]. Also, let gd be the GDU for day d for

d = 1, 2, ..., D, where D is the number of days in the optimization period. Furthermore, ĝd is the number

of predicted GDUs for day d, as estimated by our predictive model (see Section 3.1). Finally, we use pi to105

represent the planting day for seed population si. The p = pi are the decision variables in our optimization

and must be such that L(si) ≤ pi ≤ U(si), for i = 1, 2, . . . , n0. We then have the full harvest quantity on

week j as hj(p) =
∑

i∈Hj
h(si), j = 1, 2, . . .W , where Hj includes the indices for seed populations that

are harvested in week j, W is the number of weeks in the optimization period, which means W should be

counted from the first week with corn planted. Mathematically, and to emphasize hj ’s dependence upon p,110

note that i ∈ Hj if
∑d∗

d=pi
ĝd > g(si) where d∗ = arg mind′=pi,pi+1,...,D

{∑d′

d=pi
ĝd > g(si)

}
. Finally, let J

be the set of all week indices for which hj > 0 and C0 = 7,000 be the weekly harvest capacity for site 0 in

scenario 1 (C1 = 6,000).

2.2.1. Model 1: Base

Given the problem specification above there are four criteria to minimize, and they can be represented115

as f1(p) = (f11(p), f12(p), f13(p), f14(p)), where

• f11(p) = medianj∈J (|C0 − hj(p)|),

• f12(p) = maxj∈J (|C0 − hj(p)|),

• f13(p) =
∑W

j=1 I(hj(p) > 0),

• f14(p) =
∑W

j=1(hj(p)− C0)
+,120

I is an indicator function, and x+ = max(x, 0). The first and second criteria control the median and

maximum absolute difference from capacity, respectively, while the third criterion minimizes the number of

non-zero harvest weeks. The final criterion minimizes the total amount of wasted product.

This basic criteria set has the possible drawback that the penalty for being overcapacity is not very

severe, which may lead to difficulty in finding an efficient Pareto front based on this model. We address this125

issue in the soft constraint models in the next sections.

5



2.2.2. Model 2: First Penalty Model

For a given planting schedule, let aj = hj − C0, j ∈ Ja where Ja is the set of weeks for which the

harvest quantity is above capacity with cardinality na, and bj = C0−hj , j ∈ Jb where Jb is the set of weeks

for which the harvest quantity is below capacity with cardinality nb. These quantities separately mark the130

positive part and negative part of the weekly harvest deviations from capacity. In order to impose a soft

capacity constraint, we solve a new multiobjective optimization problem with the following criteria to be

simultaneously minimized: f2(p) = (f21(p), f22(p), f23(p), f24(p)), where

• f21(p) = medianj∈J |C0 − hj(p)|,

• f22(p) =
∑

j∈Ja
ar
j (p)

na
,135

• f23(p) =
∑

j∈Jb
bj(p)

nb
,

• f24(p) =
∑W

j=1 I(hj(p) > 0)

As with the Base Model, this formulation controls both the median absolute deviation from capacity and the

total number of nonzero harvest weeks. However, this model directly confronts the asymmetry between the

costs of being overcapacity and undercapacity by minimizing the average of the rth power of all overcapacity140

amounts as well as the unexponentiated average of all undercapacity amounts.

2.2.3. Model 3: Second Penalty Model

Finally, we consider an additional model that focuses on severely penalizing deviations from capacity,

but also making the deviations as uniform as possible. In particular, Model 3 includes the following criteria,

again to simultaneously minimize: f3(p) = (f31(p), f32(p), f33(p), f34(p))145

• f31(p) = medianj∈J |C0 − hj(p)|r,

• f32(p) = maxj∈J |C0 − hj(p)|r,

• f33(p) = sdj∈J(C0 − hj(p)),

• f34(p) =
∑W

j=1 I(hj(p) > 0),

where sd represents the standard deviation of the harvest deviations from capacity. Note that we also make150

the median and max criteria more severe by adding a power to each.

3. Solution Methodology

In Sections 3.1 and 3.2 we provide a description of our prediction of GDUs and optimization approach,

respectively. Overall, our solution strategy includes two basic building blocks. First, we construct a pre-

dictive model to predict the GDUs for each relevant day in 2020 and 2021, at each site. Then, we build a155

multiobjective optimization framework to construct Pareto fronts of solutions for the four objectives, using
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a genetic algorithm. In order to enrich our search of the solution space, we consider the three model for-

mulations discussed in Section 2.2, and for each we perform an extensive round of tuning. This leads to an

assessment of the resulting Pareto fronts, and we use the hypervolume indicator to choose between the three

Pareto fronts (one for each of the three optimization models of Section 2.2). Finally, we select a particular160

solution from the chosen Pareto front by using the Technique for Order of Preference by Similarity to Ideal

Solution (TOPSIS, Wang & Rangaiah, 2017). Note that when we compare the three Pareto fronts, we always

do so by assessing their quality according to the Base Model (Section 2.2.1), since this is most reflective of

the original Challenge objectives.

3.1. Predictive Models for Daily GDUs165

A critical parameter within the optimization problem are the gd’s, which are the Growing Degree Units

(GDUs) for day d within the planting window (January 1, 2020 to February 16, 2021) at site 0 and site 1.

After seed population si is planted, it will be harvested once the accumulated GDUs are greater than g(si).

Since we don’t know the gd’s in advance for both sites, we must estimate them from historical data, ĝd. As

mentioned in Section 2 and Table 1, this data specifies the number of daily GDUs for each calendar day from170

2009 to 2019 at site 0 and site 1. We compare two methods to predict the gj ’s. The first one is a simple

averaging procedure, and the second is a long short-term memory (LSTM) neural network.

3.1.1. Simple Averaging Model

This method simply takes the average of the GDUs for each specific day of the year. For instance, in

order to predict the daily accumulated GDUs on January 1, 2020, we take the average for all of January 1’s175

from 2009 to 2019. This average value is counted as the predicted value for January 1, 2020 and January 1,

2021. The same procedure is performed for the other 364 days of the year with all leap days being omitted.

3.1.2. Long Short-Term Memory Model

The second model we used for predicting daily GDUs is the Long Short-Term Memory (LSTM) neural

network (Hochreiter & Schmidhuber, 1997). As a type of deep learning method, LSTM can model both180

linear and non-linear relationships within time-dependent observations, which means it is more flexible than

traditional time-series modeling methods such as ARIMA (Siami-Namini et al., 2018; Box, 2013). LSTM is

an improved version of a recurrent neural network (RNN, Jain & Medsker, 1999), and the architecture of

LSTM can address the limitations of traditional RNN on modelling long-term dependencies. In our work, we

used the LSTM network to predict GDU gymd, where y is the year, m is the month, and d is the day within185

month. (Note that our notation deviates slightly here, since previously as part of the problem specification

we defined gd as the GDU for day d of the optimization period; here, we use more flexible notation to capture

days as far back as 2011.) We use this to define a sequence of GDU’s comprised of the same day/month from

the previous l years. That is, gymd is associated with the sequence gy−l,md, . . . , gy−2,md, gy−1,md. We denote

this sequence (gy−l,md, . . . , gy−2,md, gy−1,md; gymd). We consider, as our training set, all such sequences for190
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LSTM(2, 80) LSTM(3, 80) Simple Avg LSTM(2, 80) LSTM(3, 80) Simple Avg

MAE 0.548 0.759 0.624 0.725 0.754 0.825

MSE 0.682 0.911 0.757 0.952 0.992 1.062

Table 2: Comparison of 2019 prediction results for Site 0 (left) and Site 1 (right), comparing LSTM Models and the simple

averaging model. For LSTM(x, y) in the header, x is the number of layers of LSTM, and y is the number of epochs.

y ∈ (2017, 2018, 2019) with l = 8 (a total of 365× 3 = 1,095 sequences). For instance, a particular sequence

would be (g2011,7,13, g2012,7,13, . . . , g2018,7,13; g2019,7,13) and this would use information from July 13 in years

2011 − 2018 to predict the GDUs on July 13, 2019. We provide details of the procedure, along with the

hyperparameters that we used, in the Supplementary material.

3.1.3. Predictive Model Results195

The models were trained and evaluated on a holdout set using the mean absolute error (MAE) and mean

squared error (MSE). Table 2 shows the performance of LSTM models for Site 0 and Site 1, respectively,

computed by using the sequences implied by y ∈ {2017, 2018} as the training set, with the sequences in

2019 as the holdout set. Based on the Tables and the previous informal testing, we chose to use the

LSTM model with 2 hidden layers, a batch size of 5, and 80 epochs. The final version of the model was200

trained using the sequences implied by y ∈ {2017, 2018, 2019}, and used to predict GDU’s for 2020. When

predicting time series, the further into the future predictions are made, the more variability is included

in the predictions, and thus less seasonal structure is included in the predictions. In our case, instead of

using the y ∈ {2017, 2018, 2019}-trained model to predict GDU’s in 2021, we trained the model again with

y ∈ {2018, 2019, 2020ĝ} and l = 9, where 2020ĝ represents the predicted values for 2020. That is, we imputed205

GDU values for 2020 in order to make more variable predictions for 2021, so that the resulting predictions

produced patterns more similar to past seasonal behavior. Figure 2 visualizes the historical daily GDUs

from 2009 to 2019 and the predicted daily GDUs from 2020 to 2021 for Site 0 (similar plot for Site 1 in

Supplementary Material).
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Figure 2: For Site 0, real GDU values between 2009 and 2019, and predicted GDU values for 2020 and 2021, using the

LSTM(2,80) model.

3.2. Multi-objective Optimization Methodology210

To solve each of the specified optimization problems in Section 2.2, we used an R implementation of

the non-dominated sorting genetic algorithm II (NSGA-II) (Deb et al., 2002; Tsou, 2022). This procedure

includes the elements of classical genetic algorithms (Whitley, 1994; Kumar et al., 2010; Mirjalili, 2019;

Katoch et al., 2021), including the characterization of solutions as genes, as well as crossover and mutation.

NSGA-II naturally handles multiple objectives in settings where objectives are treated as a black box, and215

attempts to provide a set of Pareto optimal solutions. In this section we provide a description of our solution

strategy, including an extensive search of the tuning parameter space, details regarding Pareto optimality,

the hypervolume measure of Pareto fronts, and the TOPSIS approach to choosing a final solution.

3.2.1. Solution Strategy

We characterize the solution of our multiobjective optimization problem in terms of Pareto optimality.220

Following Cao et al. (2015) and using notation from Sections 2.2.1-2.2.3, for optimization model fk, a solution

p1 is said to dominate solution p2 if fko(p1) ≤ fko(p2) ∀ o ∈ {1, 2, 3, 4} with fko(p1) < fko(p2) for at least

one o ∈ {1, 2, 3, 4}; whereas p1 weakly dominates p2 if fko(p1) ≤ fko(p2) ∀ o ∈ {1, 2, 3, 4}. A set of solutions

is Pareto optimal if the set consists of nondominated solutions, and this set of solutions is said to occupy the

Pareto front. The hypervolume measure (Zitzler & Thiele, 1999) measures the volume of the criteria-space225

that is weakly dominated by the set of points composing a Pareto front, and we use this measure to compare

the quality of different Pareto fronts. In order to bound the hypervolume measure, a reference point must

be defined and we discuss that below.

One difficulty with the NSGA-II approach is that a number of hyperparameters must be specified in
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order to ensure an effective solution: the number of generations, the population size, and both crossover and230

mutation probabilities. In addition, for the two penalty models (Sections 2.2.2 and 2.2.3), we denote the

exponent r as an additional parameter to be chosen. In the following subsection we provide more details

regarding our study of these parameters, which explores a variety of parameter combinations for each of the

three multi-objective problems. For now we simply denote the set of parameter combinations—for each of

f1, f2, and f3—as P1, P2, and P3, respectively. Each implementation of NSGA-II for fk, for each parameter235

combination in Pk, will include a final population of solutions, denoted POPkℓ, k = 1, 2, 3; ℓ = 1, 2, ..., ck,

where ck is the number of parameter combinations for Pk. Each population POPkℓ includes nkℓ solutions,

depending on the population size of the NSGA-II implementation for model k and parameter combination

ℓ. Our basic solution strategy, then, is:

1. Solve fk for each combination of tuning parameters in Pk, k = 1, 2, 3, respectively, yielding POPkℓ, k =240

1, 2, 3; ℓ = 1, 2, ..., ck.

2. Construct three populations Pk =
⋃
{POPkℓ|ℓ ∈ {1, 2, . . . , ck}} with k = 1, 2, 3. Map each p ∈ Pk to

the criteria in f1 as f1(p), because we are evaluating all solutions, regardless of whether they solved f1,

f2, or f3, in terms of the objective functions associated with f1.

3. From each Pk after mapping to the criteria f1, construct Pareto fronts PFk, k = 1, 2, 3. Then construct245

a meta-population PPF =
⋃
{PFk|k ∈ {1, 2, 3}}.

4. Let Fmin
1o = minp∈PPF

f1o(p) and Fmax
1o = maxp∈PPF

f1o(p) be the minimum and maximum value of

criterion f1o, respectively, for model 1 and objective o, across all solutions in PPF . For each p ∈ PPF ,

scale f1(p) such that f sca1 (p) ∈ [0, 1]4, where f sca
1o =

f1o−Fmin
1o

Fmax
1o −Fmin

1o
for o = 1, 2, 3, 4.

5. For each PFk after scaling in Step 4, compute hypervolume vk based on [fsca11 , fsca12 , fsca13 , fsca14 ], and250

choose k∗ = argmaxkvk. This defines the model which yields the best scaled Pareto front.

6. From PFk∗ , the best single solution p∗ is chosen via TOPSIS (Wang & Rangaiah, 2017, see Section

3.2.3). The chosen solution p∗ produces f1(p
∗) as the final criteria values from the originally specified

set of objectives.

Remark 1: We emphasize that Models 2 and 3 (f2(p) and f3(p), respectively) are simply vehicles to255

improve the solutions obtained with respect to Model 1, because Model 1 most closely aligns with the original

requirements of the Competition. This is why, in Step 2 and Step 6 above, we evaluate the solutions using

the objectives defined in Model 1.

Remark 2: In order to compute the hypervolumes vk, we not only need to scale the criteria, but we

also must define a reference point. After some experimentation, we chose [2, 2, 2, 2], recognizing that for all260

of the reference points we explored, the hypervolume ordering of the Pareto fronts stayed the same.

Remark 3: We have chosen to take a middle road regarding the pooling of solutions. On the one hand,

one could choose to pool all solutions from all models, and construct a single Pareto front from which a

final solution is chosen, so that the hypervolume technique can be ignored. On the other hand, one could

form separate Pareto fronts for each parameter combination for each model, so that the best Pareto front is265
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chosen based on both the best model and parameter combination. Instead, we have pooled across parameter

combinations but preserving separate populations of solutions for each model. This allows some insight to

be obtained regarding whether the alternative models result in more attractive solutions.

3.2.2. Tuning Parameter Selection

The NSGA-II heuristic requires the input of several parameters: the number of generations, the pop-270

ulation size, and both crossover and mutation probabilities. In addition, for the two penalty models, we

denote the exponent r as an additional parameter. In order to study the quality of the Pareto fronts across

values of these parameters, we used NSGA-II for a number of different combinations of these parameter

values, denoted Pk for model k above. Table 3 shows these sets, chosen based upon several works in the

literature (Alander, 1992; Boyabatli & Sabuncuoglu, 2004; Najafi et al., 2009). Alander (1992) and Najafi275

et al. (2009) suggested exploring from N to 3N , where N is the problem size (in our case, the total number

of seed populations). So, possible population sizes for site 0 are N = 1,376, 2N = 2,752 and 3N = 4,128,

and similarly for site 1. For the other settings of tuning parameters, we are guided in part by the design of

parameters in Najafi et al. (2009). In all, P1 consisted of 34 = 81 parameter combinations, while P2 and P3

included 35 = 243. This was a computationally intensive process, so we used Miami University’s Redhawk280

Cluster, which has a CentOS 7.9.2009 operating system and uses an Intel Xeon Gold 6126 processor, with

2.6 GHz clock speed. Each node of the cluster has 96 GB available memory and the optimization problem

for each parameter combination was solved using a single CPU core.

Thus, we use NSGA-II to optimize each model for each of the tuning parameter combinations in P1, P2

and P3, respectively. To determine which model, and which set of tuning parameter values, produced the best285

Pareto front, we implemented the strategy outlined in Section 3.2.1. Note that we tried several approaches to

determine which parameter combination would optimize the hypervolume, include response surface method-

ology (Myers et al., 2016);however, these methods did not clearly improve upon the results observed directly

by choosing the parameter combination, for each model, that produced the best hypervolume.

Table 3: For site 0, the three levels studied for each tuning parameter.

Low Middle High

Crossover Rate 0.5 0.75 1.0

Mutation Rate 0.001 0.01 0.1

Population Size1 1376 2752 4128

Generation Size 8000 10000 12000

Penalty Power2 1 2 3

1 Only for Models 2 and 3.

2 For site 1, population sizes were 1,196, 2,392,

and 3,588.
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3.2.3. Choosing the Final Solution from Pareto Front290

The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS, Wang & Rangaiah, 2017)

is a straightforward method to choose a particular Pareto solution. In Scenario 1, TOPSIS chooses the final

solution p∗ from the Pareto front PFk∗ . For simplicity, in this section we will explain the procedure using

a generic Pareto front PF , composed of i = 1, 2, . . . , n solutions each evaluated on o = 1, 2, 3, 4 objectives.

The basic idea of the method: TOPSIS first normalizes each solution in the Pareto front (Step 1 below),295

and then uses the Euclidean distance of a solution from both the positive and negative ideal to choose a

particular solution (Steps 3-5 below).

• Step 1. For solution i and objective o, normalize the Pareto front to create the normalized Pareto front

Fio as follows:

Fio =
PFio√∑n
i=1 PF 2

io

• Step 2. Adjust each solution according to user-specified weights wo:

Vio = Fio ∗ wo

For Scenario 1, we assume each objective function is equally important, thus the weights are constant.300

• Step 3. Find the positive ideal solution A+ and the negative ideal solution A−. Here, our optimization

goal is to minimize each objective; i.e. min(f1o(p)) ∀o ∈ {1, 2, 3, 4}, so that A+ = {min(Vio)|o ∈

{1, 2, 3, 4}} and A− = {max(vio)|o ∈ {1, 2, 3, 4}}.

• Step 4. Compute the Euclidean distance Si+ from each point Vi to the positive ideal solution A+, and

the Euclidean distance Si− from each point Vi to the negative ideal solution A−.305

• Step 5. Calculate the score Ci = Si−
Si−+Si+

and choose the solution with the largest Ci as the final

recommended solution.

As can be seen, solutions close to the positive ideal and far from the negative ideal will be chosen.

There are several other approaches to choosing a final solution that might be used here, including ap-

proaches suggested by Thakkar (2021), Opricovic & Tzeng (2004), Zionts & Wallenius (1983), and Wang &310

Rangaiah (2017). Wang & Rangaiah (2017) suggest that TOPSIS is the most commonly used method for

choosing the final single optimal solution of a multi-objective optimization problem. We chose it because it

is relatively simple and doesn’t require many user inputs.

3.3. Scenario 2 Description and Methodology

In contrast to Scenario 1, Scenario 2 requires a generalization of our methods in order to estimate and315

optimize the location capacity—a quantity we will denote Ĉ—instead of assuming a fixed capacity, C0, all
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while optimizing the planting schedule as well. While the predictive modeling approach for daily cumulative

GDUs will stay the same (see Section 3.1), we generalize the optimization by treating both the location

capacity and planting schedule as decision variables, while adding the location capacity as an objective

function as well. Due to space constraints, we provide the details of our formulation in the Supplementary320

Material.

4. Results

In this section, we provide solutions for Scenario 1, Site 0 using the methodology provided in Section 3.2.

We provide results for Scenario 1, Site 1 and Scenario 2, Site 0 in the Supplementary material. We could use

the same methodology to provide results for Scenario 2, Site 1, but we omit them due to the large Pareto325

fronts and associated computational cost.

In Scenario 1, a storage capacity is provided, and for Site 0 it is 7,000 ears per week. For this initial

set of results, we provide detailed results in the Supplementary material. Table 4 and Figure 3 show our

final solution, which Pareto-dominates the solution we originally submitted to the Challenge. Notice that

our preferred solution includes three fewer harvest weeks, is clearly less variable around the capacity, and330

results in less waste. We have provided results for Scenario 1 (Site 1), along with Scenario 2 (Site 0) in the

Supplementary Materials.

Table 4: Criterion values for solutions p∗ (final single optimal solution), pchallenge (solution submitted to the Challenge),

pinitial (initial solution given by the Challenge), under Scenario 1, Site 0

p∗ pchallenge pinitial

Median Absolute Difference (f11) 53 823 4,012

Max Absolute Difference (f12) 2,537 4,320 19,222

# of Non-zero Harvest Week (f13) 50 53 54

Total Amount of Wasted Product (f14) 16,514 34,320 102,204
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Figure 3: Comparison between the solution submitted to the Challenge and the solution optimized using the methods described

in this paper.

5. Discussion and Conclusion

In this paper, we have provided a solution to a challenging corn-planting problem presented in the 2021

Syngenta Crop Challenge. In particular, we have improved upon the solutions submitted to the Challenge,335

based upon the three criteria provided along with an additional “waste” criterion. This problem requires

multiobjective optimization and predictive modeling, and we improved the results by considering two related

optimization problems that enhance solutions with respect to the original four criteria. We compare results

across these three models using the hypervolume indicator, and choose a final solution using the TOPSIS

method from the literature. In the end, we obtain solutions that clearly improve upon those our team340

submitted to the Challenge. (Note that the Challenge entry was submitted by the first three authors.)

Compared to the Challenge entry, we extensively explored the tuning parameter space for the Genetic

Algorithm, added an additional objective function to the base model (f1), modified the objective functions

in Model 2 (f2), and added a new model (f3). In our original entry, we also chose a final solution using a

weighted sum of normalized objectives, rather than the hypervolume measure and TOPSIS that we use here.345

As far as we know, this problem has only been considered by two other Challenge teams (Sajid & Hu,

2022; Khalilzadeh &Wang, 2022). Sajid & Hu (2022) used a Convolutional Neural Network to predict GDUs,

and developed a Mixed Integer Linear Programming-based algorithm to determine a final solution. Like us,

Khalilzadeh & Wang (2022) uses LSTM for predictive modeling, whereas instead of optimizing the objectives

14



Table 5: Comparison of final solutions between our proposed solution (f1(p∗)) and the published results of two other teams.

Scenario and Site Solution Source f11(p
∗) f12(p

∗) f13(p
∗) Estimated Capacity

Scenario 1, Site 0

f1(p
∗) 53 2,537 50 -

Khalilzadeh & Wang (2022) 57 2,471 51 -

Sajid & Hu (2022) 16.5 2,883 51 -

Scenario 1, Site 1

f1(p
∗) 8 827 51 -

Khalilzadeh & Wang (2022) 25 2,633 52 -

Sajid & Hu (2022) 29.5 394 52 -

Scenario 2, Site 0

f1(p
∗) 409.6 4,286.6 51 10,312.6

Khalilzadeh & Wang (2022) NA NA NA 10,795

Sajid & Hu (2022) 49.5 2,057 52 9,800

individually, they focus on a single objective which minimizes the sum of the absolute difference between350

weekly harvest quantity and location capacity, reducing the problem to a single objective optimization

problem with other objectives ignored. Table 5 shows the comparison of criteria values between our final

optimized solution f1(p
∗) and the optimized solutions made by Sajid & Hu (2022); Khalilzadeh & Wang

(2022) under Scenario 1 as well as Scenario 2, Site 0. No group’s solutions uniformly dominate any other,

but for Scenario 1 especially our solutions are strong. We do uniformly outperform the other teams in the355

Number of Harvest Weeks criterion (f13).

There are several final points to make regarding this work. First, it represents a full solution to a

challenging, real problem, which includes predictive modeling and multiobjective optimization. Note that we

handled an inherently multiobjective optimization problem with multiobjective optimization tools, instead of

combining into one objective or solving the various objectives separately. Instead, we used a genetic algorithm360

that explicitly handles the trade-off between objectives while considering them simultaneously. Secondly,

we demonstrate the complexity inherent in employing multiobjective optimization in such a problem. Not

only did we undertake substantial exploration of the tuning parameter space, we also proposed a procedure

by which Pareto fronts were compared, and a final solution chosen. We also demonstrate that in this case,

better solutions to the optimization problem of interest (Model 1) are obtained by estimating the solution365

to a related but distinct problem (Model 2).
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